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Aashir Javed
Tempe, Arizona | +1 (602) 816-8660 | anola133@asu.edu | LinkedIn: aashir-javed-aj28 | Github: Aaxhirrr
EDUCATION
Bachelor’s Computer Science (Data Science & ML Track) – Arizona State University | GPA: 4.00	Jan 2023 – Dec 2026
Relevant Coursework: Data Structures and Algorithms, Python, SQL, OOP, Software Engineering, Statistics, Linear Algebra, Theoretical Computer Science, Discrete Math, Operating Systems, Linux, Cybersecurity, Networks, ML, NLP
Certifications: AWS Fundamentals Specialization, Intel Data Analytics
WORK EXPERIENCE
Research Intern	Jan 2026 – Present
Fulton Undergraduate Research Initiative	Tempe, Arizona
Building a benchmark testbed to simulate memory in AI systems using large real-world Alzheimer’s datasets, combining software engineering and machine learning to explore the intersection of clinical recognition and AGI design.
Beta Contributor	Jun 2025 – Present
CreateAI Lab	Tempe, Arizona
Applied engineering and AI techniques to evaluate and stress-test 30+ LLMs, comparing performance trade-offs.
Worked with 5+ faculty stakeholders to turn needs into clear requirements for custom assistants, iterating on feedback while adding responsible-AI guardrails to improve safety and output consistency.
Software Engineering Intern – Generative AI Division	Aug 2025 – Oct 2025
Sedai Inc.	Pleasanton, California
[bookmark: _Hlk212688289]Worked with SRE’s to build log analysis pipelines on Amazon Bedrock to structure multi-service logs across 5+ microservices reducing issue triage time by 35%, using open source LLMs to auto-tag errors & detect recurring patterns.
Added data-validation checks and unified schemas that improved consistency and downstream parsing errors by 40%.
Documented pipeline architecture in Git, improving observability, auditability, and hand-off reliability across SRE teams.
Undergraduate Research Aide	May 2025 – Aug 2025
School of Computing and Augmented Intelligence	Tempe, Arizona
Engineered OntoKGen-Bio: an end-to-end ETL pipeline to construct a biomedical knowledge graph with a GraphQL layer ingesting 30 PubMed abstracts & modelling 364 unique semantic relations, in a cloud-hosted Neo4j AuraDB.
Extended Prof. Rong Pan’s novel OntoKGen framework by integrating LLM driven methodology to analyze biomedical literature and model Alzheimer’s disease pathways maps that guided subsequent hypothesis testing.
PROJECTS
kairos – Agentic Trading Framework | Anthropic and PolyMarket x HacksASU (1st Place)	Nov 2025
Engineered a one-stop personalized trading framework orchestrating Claude 3.5 with multiple APIs (PolyMarket, Nevua, Adjacent News), continuously learning from user trades to flag incoherent positions, generate alerts/news, and store a private knowledge base in an SQL database, containerized with Docker and secured via Amazon Cognito.
Used a Claude Code style workflow for faster development, like generating starter implementations and refactors, and then leveraging boolean matrices, knapsack, and set cover algorithms for market intelligence.
clozyt.flo – ML Fashion Algorithm for Clozyt (Startup) | Devlabs – DevHacks (1st Place)	Sept 2025
Built an end-to-end, TikTok-style fashion recommender with a real-time FastAPI backend serving FAISS/ embedding queries and a React/Tailwind front end that lets user swipe, like, swipe or super-like outfits.
Used scikit-learn for preprocessing/baselines, prototyped ranking ideas in PyTorch, then shipped a multi-signal recommender that blends session and long-term preferences with exploitation/exploration balancing and kNN fallbacks.
Data Den – GPU Learning Workspace | NVIDIA x ASU AI Spark hackathon (3rd Place)	Jun 2025
Built Data Den, an interactive GPU workspace that demonstrates CPU vs GPU performance through real ETL workloads on ASU’s Sol supercomputer, providing real-time optimization via a LangGraph-based RAG agent with Ollama LLMs
Implemented GPU pipelines with RAPIDS and CuPy, submitted SLURM batch jobs to A100 nodes, and streamed execution results into Gradio UI. Achieved up to 18× speedups on matrix workloads with clear performance visualizations.
TECHNICAL SKILLS
Languages | Python, Java, C/C++, TypeScript, JavaScript, Bash, SQL, HTML/CSS
AI/ML | TensorFlow, scikit-learn, PyTorch, Pandas, NumPy, MediaPipe, embeddings/vector search (FAISS), LLM evaluation
Cloud and Tools | FastAPI, React, Angular, Spring, Node.js, REST APIs, GraphQL, Postgres; AWS (Bedrock, Lambda, Cognito, CodeCommit), Git/GitHub, Docker, CI/CD, reliability/observability, AI dev tools (GitHub Copilot, Claude Code)
LEADERSHIP AND COMMUNITY HONORS
Club Campus Partner, Perplexity AI (Fall Cohort) – promoting adoption of advanced but safe AI technologies.

	
